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Abstract 

With the development of smart court construction, a deep learning method has been introduced into the field of penalty prediction based on 

judicial text. Since the increasing parameters of the penalty prediction model, the size of the data set to test the performance of the model 

is gradually expanding. First, we use the data augmentation method to make some changes to the original data to obtain a large number of 

augmented data with the same label. Then, we use the multi-objective genetic algorithm to search for high-quality test data from a large 

number of augmented data, so as to improve the diversity of augmented data. Finally, we perform experiments. The results of actual judicial 

cases show that compared with the random method, augmented test data based on the genetic algorithm can better test the performance of 

the penalty prediction model. 
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1. Introduction  

 

With the advancement of the construction of court information 3.0, the judicial big data that can be stored and processed by 

the computer is growing rapidly. Judicial organs have introduced artificial intelligence into the field of legal services to realize 

the intelligence of judicial business [1-2]. Since Becker, most of the economic analysis has adopted the legal standard, taking 

the penalty as the main means of enforcement [3]. Practice also shows that people generally believe that the degree of 

punishment is the main factor for most parties to avoid hurting others [4]. Among all kinds of judicial data, judicial documents 

are the most common text information in judicial cases [5]. In recent years, some achievements have been made in the research 

of penalty prediction models in the judicial field, such as penalty prediction [4], automatic sentencing prediction [6], and the 

prediction of laws and charges [7], etc. 

 

With the rapid development of machine learning technology, more and more attention has been paid to the combination 

of justice and deep learning. In order to improve the performance of the penalty prediction model, researchers continue to 

increase parameters of the training model, leading to a gradual expansion of the training set. Therefore, in order to improve 

the generalization ability of the prediction model, it is necessary to increase the number and diversity of test data in the test 

set. Using the data augmentation method, that is, on the basis of not actually increasing the original data, some small changes 

on original data can obtain more data, which can increase the number of test data with the same labels for the penalty prediction 

model, so as to improve the accuracy of the model prediction [7]. Traditional data augmentation is usually applied to the 

image field, which can increase the number and diversity of images by clipping, rotation and scaling. Generally, these methods 

are not suitable for the text data scene [8]. Because the word order in text data is very important information, the change of 

word order will lead to the change of the whole sentence meaning. Therefore, this paper takes sentences as the basic unit and 

augments the text data of describing cases by randomly changing the order of sentences in the text, randomly deleting 

sentences in the text and randomly adding sentences in other texts. 

 

With the development of text analysis technology and the constant emergence of data augmentation methods, the scale 
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of test set for judicial augmentation is gradually increasing. It is necessary to rely on search technology to select high-quality 

test data that can effectively test the performance of the model. As a type of heuristic search algorithm, the genetic algorithm 

(GA) is an adaptive search algorithm of global optimization probability formed by simulating the genetic and evolutionary 

process of biology in the natural environment. Its main goal is to find the optimal solution or approximate optimal solution of 

the problem in the search space quickly. It has been successfully applied in the field of multi-objective optimization [9]. In 

this case, GA is used to search the test data that meets the multi-objective optimization problem from the augmented large 

amount of data, so as to provide high-quality test data for testing the performance of  the penalty prediction model. 

 

In this paper, a method for augmenting penalty test data based on GA is proposed. First, on the basis of the original test 

set of the penalty prediction model, a large number of augmented data are obtained by scrambling, inserting, and deleting 

sentences in the text. Then, a multi-objective genetic algorithm is used to search for high-quality test data from a large number 

of augmented data, so as to improve the diversity of augmented test data. Finally, experimental results on the actual judicial 

case data show that the augmented test data based on GA can better test the performance of the penalty prediction model 

compared with the random method. 

 

2. Technical Background 

 

2.1. Penalty Prediction 

 

Judicial data is related to people's livelihood, and judicial documents are the main research objects in the judicial field. With 

the rapid development of machine learning technology, a deep learning method is also introduced into the field of penalty 

prediction based on judicial text. 

 

Most of the previous studies on the prediction of penalty regard it as a classified task. On the one hand, it aims to extract 

effective features and make use of them. Wang et al. [10] used the text classification method of in-depth learning to predict 

the term of penalty according to the actual case described in the judicial text. Liu et al. [11] classified the judgment documents 

by using the binary tree to establish the vocabulary. On the other hand, the successful method based on the neural network is 

used to build the model. Luo et al [12] proposed a neural network method based on attention to build a penalty prediction 

model. Zhong et al. [13] formalized the dependency relationship between judicial trial businesses into a directed acyclic graph 

and proposed a topological multi-task learning framework. 

 

The text classification method can easily obtain a large number of label data. Therefore, compared with traditional 

methods, the deep learning method has achieved better results in the field of penalty prediction. 

 

2.2. Data Augmentation 

 

Data augmentation is a widely used technology in many machine learning tasks, which can virtually expand the size of the 

training data set and avoid overfitting [14]. In the image field, Ryo et al. [15] proposed an image preprocessing method based 

on random clipping and patching, which randomly clipped four images and patched them to create a new training image. 

Zhong et al. [16] introduced a new data augmentation method for training the convolutional neural networks. This method 

randomly selects the rectangular area in the image and erases its pixels with random values to generate training images with 

various occlusion levels, so as to reduce the risk of overfitting. 

 

Natural language is composed of words, so it is difficult to obtain general conversion rules to ensure the quality of 

augmented data, and it can be applied to various fields. The existing methods of text data augmentation include translation 

transformation, synonym substitution, and text editing. Translation transformation refers to the use of translation tools to 

translate sentences into other languages, and then translate back to the original language to generate new data [17]. Synonym 

substitution refers to the random selection of some words in the text, replacing them with synonyms of high similarity [18]. 

Text editing refers to that part of the text content is repeatedly mentioned in a specific scene, and the edited text has the same 

meaning as the original text [7]. 

 

In the case of less available data, the method of data augmentation can effectively use existing data to increase the size 

of labeled data sets, so as to improve the performance of the deep learning model [19]. 

 

2.3. Multi-Objective Genetic Algorithm 

 

The multi-objective genetic algorithm is an evolutionary algorithm used to analyze and solve the multi-objective optimization 

problem. Its core is to coordinate the relationship between the various objective functions and find out the optimal solution 
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set that makes each objective function reach as large as possible. Among the multi-objective genetic algorithms, NSGA-II is 

a classical multi-objective optimization algorithm with the greatest influence and the widest application range [20]. 

 

There are few kinds of research on deep learning of GA. Ma et al. [21] generated a population for convolutional neural 

networks structure by selection, crossover, and mutation operations of GA to achieve the task of image classification and 

achieved good results. 

 

It is necessary to combine the multi-objective genetic algorithm to search for high-quality test data, so as to better test the 

performance of the prediction model. 

 

3. Method Framework 

 

In this paper, the original data used to test the performance of the penalty prediction model is the structured label data of the 

judgment document. The case information is as follows: Charge, Date, Address, Criminals, Fact and Penalty, etc. In which, 

the penalty can be divided into three categories: Death-penalty, Life-imprisonment, and Imprisonment. Based on the original 

test data, this method combines the test data augmentation method with the multi-objective genetic algorithm to obtain the 

augmented test data of the penalty prediction model. The model framework is shown in Figure 1. The first part of the 

augmentation method: based on the text data describing the facts of the case, on the principle of not changing the meaning of 

the text, the original data is transformed by scrambling, inserting, and deleting the sentences in the text, and a large number 

of augmented data with the same label are obtained. The second part is the GA: first, the initial population is the augment 

data, and the individual is coded by decimal coding. The first-generation population is obtained by the selection, crossover, 

and mutation operation of GA. Then, starting from the second generation, the parent population and the offspring population 

are combined, and the precision, recall, F1 score, and importance of the test data are taken as the optimization objectives to 

evaluate the individuals. The hierarchy is divided according to the dominant relationship between individuals, and the 

crowding degree of individuals at the same level is calculated. Then, the superior individuals are selected to form a new parent 

population. Finally, the next-generation population is obtained by selection, crossover, and mutation operations of GA, and 

the above process will be repeated until the maximum number of iterations is reached. 

 

 
Figure 1. Method framework 

 

3.1. Test Data Augment Method 

 

Word order in text data has a great influence on sentence meaning, for example, "I love you" and "you love me" express 

different meanings. Therefore, in order not to change the meaning of the original text, this paper makes data augmentation for 

the sentences in the text. A large number of augmented data are generated by randomly scrambling the sentence order in the 

text, randomly deleting the sentence in the text, and randomly inserting the sentence in other text with the same label. The 

original data set is 𝐷0 = {𝑑01, 𝑑02, ⋯ , 𝑑0𝑙}. 
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(1) Scrambling: The basic unit of this method is the complete sentence in the text. Since the sentence order has little 

influence on the text meaning of describing facts, randomly scrambling the sentence order in the original text can get the 

augmented text data with the same label and scale as the original data set, and then we get the scrambling data set:  𝐷1 =
{𝑑11, 𝑑12, ⋯ , 𝑑1𝑙}. 

 

(2) Deletion: Since there are many redundant sentences in the text describing facts, these sentences have little influence 

on the meaning of the text, and deleting them will not affect the understanding of the case. Therefore, a sentence in the original 

text is deleted randomly. If the original text contains only one sentence, no processing is performed. By performing the same 

deletion operation for each text, the augmented text data with the same label and scale as the original data can be obtained, 

and then we get the deletion data set: 𝐷2 = {𝑑21, 𝑑22, ⋯ , 𝑑2𝑙}. 

 

(3) Insertion: Since there are many similar sentences in the text of the case with the same charge, the text data with the 

same charge label is divided into one category. Select a sentence from another text with the same label, and then insert it into 

the original data randomly. The augmented text data with the same label and scale as the original data can be obtained, and 

then we get the insertion data set: 𝐷3 = {𝑑31, 𝑑32, ⋯ , 𝑑3𝑙}. 

 

Based on the above analysis, we designed three kinds of data augmentation algorithms: scrambling, deletion, and 

insertion, as shown in algorithm 1. 

 

Data augmentation is a very effective way to increase the size of data sets. Three new data sets with the same scale as the 

original data set can be obtained by the above three data augmentation methods. It is mixed with the original data set to obtain 

the augmented data set: 𝐷 = 𝐷0 ∪ 𝐷1 ∪ 𝐷2 ∪ 𝐷3. 

 

3.2. Multi-Objective Genetic Algorithm 

 

The multi-objective genetic algorithm takes all individuals in the population as the object and uses the multi-objective 

optimization technology to guide the encoded search space for an efficient search. Among them, the optimization objective 

and operation operators are the key technologies to realize the multi-objective genetic algorithm. 

 

Randomly select the test data from the augmented data set to construct the initial population with the size of n. It is 

expressed as 𝑥 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑖 , ⋯ , 𝑥𝑛}. In which, the ith individual 𝑥 is expressed as 𝑥𝑖 = {𝑥𝑖,1, 𝑥𝑖,2, ⋯ , 𝑥𝑖,𝑗 , ⋯ , 𝑥𝑖,𝑚}, 𝑥𝑖,𝑗 is 

the jth test data of 𝑥𝑖, and m represents the size of  𝑥𝑖. 

 

3.2.1. Optimization Objectives 

  

The quality of test data has an important impact on the performance of the penalty prediction model. The most commonly 

used test data evaluation metrics are precision, recall, and F1 score [22]. Therefore, this paper uses these three evaluation 

metrics as the optimization target of GA. In addition, in order to improve the diversity of the test set, this paper gives the 

concept of individual importance from the distribution of test data and also takes it as the optimization objective. 

 

(1) Precision: Among the samples predicted as correct by the model, the probability of actually correct samples is 

expressed as 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑥𝑖) =
𝑇𝑃(𝑥𝑖)

𝑇𝑃(𝑥𝑖) + 𝐹𝑃(𝑥𝑖)
 (1) 

 

(2) Recall: In the actual correct sample, the probability predicted as the correct sample by the model is expressed as 

 

 𝑅𝑒𝑐𝑎𝑙𝑙(𝑥𝑖) =
𝑇𝑃(𝑥𝑖)

𝑇𝑃(𝑥𝑖) + 𝐹𝑁(𝑥𝑖)
 (2) 

 

Algorithm 1 Data augmentation algorithm 

Input: 

Original text data set: 𝐷0; 

Output: 

    output scrambling text data set: 𝐷1; 
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    output delete text data set: 𝐷2; 

    output insert text data set: 𝐷3; 

Augmented text data set: 𝐷 = 𝐷0 ∪ 𝐷1 ∪ 𝐷2 ∪ 𝐷3. 

1: //Phase 1: Scrambling 

2: for all 𝑑𝑡  𝐷0 do 

3:    𝑑𝑡. select sentence(i, j);  ⇐ randomly select sentence i and sentence j from 𝑑𝑡; 

4:    𝑑𝑡. scrambling sentence(i, j);  ⇐ scrambling sentence i and sentence j in 𝑑𝑡; 

5: end for  

6: output scrambling text data set: 𝐷1; 

7: //Phase 2: Deletion 

8: for all 𝑑𝑡  𝐷0 do 

9:    𝑑𝑡. select sentence(k);  ⇐ randomly select sentence k from 𝑑𝑡; 

10:   if 𝑑𝑡 – { k }   then 

11:     𝑑𝑡. delete sentence(k);  ⇐ delete sentence k from 𝑑𝑡; 

12:   end if 

13: end for 

14: output delete text data set: 𝐷2; 

15: //Phase 3: insertion 

16: for all 𝑑𝑡  𝐷0 do 

17:    for 𝑑𝑠  𝐷0 do 

18:       if 𝑑𝑠  𝑑𝑡 then 

19:          𝑑𝑠. select sentence(k);  ⇐ randomly select sentence k from 𝑑𝑠; 

20:          𝑑𝑡. insert sentence(k);  ⇐ insert sentence k into 𝑑𝑡; 

21:       end if 

22: end for 

23: output insert text data set: 𝐷3; 

 

(3) F1 score: Comprehensively evaluate the precision and recall to make them reach the highest level at the same time. 

The obtained balance point is expressed as 

 

 𝐹1(𝑥𝑖) =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑥𝑖) × 𝑅𝑒𝑐𝑎𝑙𝑙(𝑥𝑖)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑥𝑖) + 𝑅𝑒𝑐𝑎𝑙𝑙(𝑥𝑖)
 (3) 

 

At the micro-level,  𝑇𝑃(𝑥𝑖) = ∑ 𝑇𝑃(𝑥𝑖,𝑗)𝑚
𝑗=1 , which represents that the model correctly predicts the true sample 

𝑥𝑖; 𝐹𝑃(𝑥𝑖) = ∑ 𝐹𝑃(𝑥𝑖,𝑗)𝑚
𝑗=1 , which represents that the model correctly predicts false samples 𝑥𝑖; 𝐹𝑁(𝑥𝑖) = ∑ 𝐹𝑁(𝑥𝑖,𝑗)𝑚

𝑗=1 , 

which represents that the model mispredicts the true sample 𝑥𝑖. 

 

(4) Importance: This paper presents a statistical method of individual importance to evaluate the quality of individuals in 

the population. Main idea: the penalty as an important characteristic data to test the performance of the penalty prediction 

model. It can be divided into three categories: death-penalty, life-imprisonment, and imprisonment. If a certain kind of data 

appears frequently in individuals and rarely in populations, it is considered that this kind of data has good ability of 

classification, and the importance of the individuals is high. The importance of a certain type of data will increase 

proportionally with the frequency of its occurrence in the individual, and decrease inversely with the frequency of its 

occurrence in the population, which can effectively reflect the distribution of feature data and the importance of the individual. 

Therefore, based on the frequency of three types of data in individuals and populations, this paper comprehensively evaluates 

the importance of the individuals in which they are located and gives the expression of the importance of the individual is 

 

 𝐼𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑡(𝑥𝑖) =
3 × ∏ 𝐹𝐷𝑘(𝑥𝑖)3

𝑘=1

∑ 𝐹𝐷𝑘(𝑥𝑖)
3
𝑘=1

 (4) 
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 𝐹𝐷𝑘(𝑥𝑖) =
1

𝑚
𝑛𝑘(𝑥𝑖) × 𝑙𝑜𝑔

|𝑥|

∑ 𝑛𝑘(𝑥𝑖) + 1𝑛
𝑖=1

, 𝑘 = 1,2,3 (5) 

 

The total number of test data included by 𝑥𝑖 is m. When k = 1,2,3, 𝑛𝑘(𝑥𝑖) = ∑ 𝑛𝑘(𝑥𝑖,𝑗)𝑚
𝑗=1 , which refers to the number of 

times that three types of feature data of death penalty, life imprisonment, and imprisonment appear in 𝑥𝑖 , and 𝐹𝐷𝑘(𝑥𝑖) 

respectively shows their distribution. 

 

3.2.2. Operators 

  

The operators of the genetic algorithm include selection, crossover and mutation. 

 

(1) Selection: The tournament selection strategy is used to randomly select n/2 individuals from the population n each 

time, and then the non-dominated sorting algorithm is used to obtain the Pareto optimal solution, from which the optimal 

individuals are selected to form the offspring population. Repeat until the new population size reaches n. 

 

(2) Crossover: The circular cross method is adopted, and the cross process is shown in Figure 2. The first step is to 

randomly select a gene on the parent 1, find the gene number on the corresponding position of the parent 2, then return to the 

parent 1 to find the gene position with the same number. Repeat the previous work until a ring is formed, and the position of 

all genes in the ring is the last selected position; the second step is to generate a child with the gene selected by the parent 1, 

and ensure the corresponding position; the third step is to put the remaining genes into the offspring population. 

 

 
Figure 2. Cyclic cross process 

 

(3) Mutation: Using the method of sequence number variation, we randomly select a gene position of the parent 

individual, delete the test case of this point, and then randomly insert a test case that does not duplicate the existing genes in 

the current individual to form a new offspring individual.  

 

4. Experiment 

 

4.1. Data Set 

 

This paper uses China's AI and legal challenge data set (CALL), issued by the Supreme People's Court of China, with a total 

data set of 188,000. In which, the test data set is 33,000. The judgment document has a good structure, including the case 

information including the charge, date, address, criminals, fact, and penalty. In which, the penalty can be divided into three 

categories: death penalty, life imprisonment, and imprisonment. 

 

4.2. Data Preprocessing 

 

Since the original data is in the form of json, we extract the 'fact' and 'charge' fields according to the labels, serialize the 

'charge' field and perform word segmentation on fact description text. We use Jieba as the word segmentation tool and remove 

meaningless stopping words in the text according to the commonly used stopping word list to form a new test data set: 𝐷0 =
{𝑑1, 𝑑2, ⋯ , 𝑑𝑙}. 
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4.3. Data Augmentation 

 

The task of the model is to predict the penalty result according to the fact of a legal document. In order not to change the 

meaning of the original text, for the case with the same 'charge' label, we use three ways to augment test data in 𝐷0 as follows: 

 

(1) Scrambling: Randomly scrambling the sentence order in the original text can get the augmented text data with the 

same label, which is the scrambling data set: 𝐷1 = {𝑑11, 𝑑12, ⋯ , 𝑑1𝑙}. 

 

(2) Deletion: A sentence in the original text is deleted randomly. By performing the same deletion operation for each text, 

the augmented text data with the same label as the original data can be obtained, which is the deletion data set: 𝐷2 =
{𝑑21, 𝑑22, ⋯ , 𝑑2𝑙}. 

 

(3) Insertion: Select a sentence from another text with the same label, and then insert it into the original data randomly. 

The augmented text data with the same label as the original data can be obtained, which is the insertion data set:  𝐷3 =
{𝑑31, 𝑑32, ⋯ , 𝑑3𝑙}. 

 

Three new datasets with the same scale as 𝐷0 can be obtained by using the above three methods to augment the data. Mix 

it with the original data set to get the augment data set: 𝐷 = 𝐷0 ∪ 𝐷1 ∪ 𝐷2 ∪ 𝐷3. 

 

4.4. Data Search 

 

Randomly select the test data from the augmented data set to construct the initial population with the size of n. It is expressed 

as 𝑥 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑖 , ⋯ , 𝑥𝑛}. In which, the ith individual  𝑥 is expressed as 𝑥𝑖 = {𝑥𝑖,1, 𝑥𝑖,2, ⋯ , 𝑥𝑖,𝑗 , ⋯ , 𝑥𝑖,𝑚}, 𝑥𝑖,𝑗 is the jth test 

data of 𝑥𝑖, and m represents the number of test data 𝑥𝑖 contained. Taking the precision, recall, F1 score, and importance of 

test data as the optimization objective, the multi-objective genetic algorithm is used to search for high-quality test data and 

obtain the augment test data set: 𝐷′ = {𝑑1
′, 𝑑2

′, ⋯ , 𝑑𝑚
′}. 

 

4.5. Data Evaluation 

 

The augment data obtained by this method and the random method are respectively injected into the penalty prediction model 

proposed by reference [4] for testing to evaluate the quality of augmented test data of the two methods with accuracy. 

 

Accuracy is a general index to evaluate the performance of the deep learning model. It refers to the ratio of the number 

of samples correctly classified and the total number of samples for a given test data set. The expression is as follows 

 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑥𝑖) =
𝑇𝑃(𝑥𝑖) + 𝑇𝑁(𝑥𝑖)

𝑇𝑃(𝑥𝑖) + 𝐹𝑃(𝑥𝑖) + 𝑇𝑁(𝑥𝑖) + 𝐹𝑁(𝑥𝑖)
 (6) 

 

At the micro-level,  𝑇𝑃(𝑥𝑖) = ∑ 𝑇𝑃(𝑥𝑖,𝑗)𝑚
𝑗=1 , which represents that the model correctly predicts the true sample 

𝑥𝑖; 𝐹𝑃(𝑥𝑖) = ∑ 𝐹𝑃(𝑥𝑖,𝑗)𝑚
𝑗=1 , which represents that the model correctly predicts false samples 𝑥𝑖; 𝐹𝑁(𝑥𝑖) = ∑ 𝐹𝑁(𝑥𝑖,𝑗)𝑚

𝑗=1 , 

which represents that the model mispredicts the true sample 𝑥𝑖; 𝑇𝑁(𝑥𝑖) = ∑ 𝑇𝑁(𝑥𝑖,𝑗)𝑚
𝑗=1 , which represents that the model 

mispredicts the false samples 𝑥𝑖. 

 

In this paper, GA is used to search m data from D as the augmented test data set 𝐷′ = {𝑑1
′, 𝑑2

′, ⋯ , 𝑑𝑚
′}; The random 

method selects m data from D randomly as the augmented test data set: 𝐷′′ = {𝑑1′′, 𝑑2′′, ⋯ , 𝑑𝑚
′′}. 

 

4.6. Experimental Results and Analysis 

 

In order to observe the quality of different scales of augmented test data sets, we choose the number of test data as 10,000, 

30,000, 60,000, 90,000 and 12,0000 respectively for experiments, and compare the quality of augmented test data of GA and 

the random method. 

 

Table 1 shows the accuracy of the penalty prediction model tested by the augmented test data of the random method and 

GA. The results show that, compared with the random method, the accuracy is significantly reduced, which shows that the 

test data augmented by GA can test more defects of the model, reflecting the advantages of GA. With the increase of test data, 

the advantage to test the model accuracy of augmented data is first enhanced and then weakened. When the number of 
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augmented test data reaches 60,000, the most obvious advantage is 3.5%. Compared with the random method, the comparative 

advantage of GA in testing the accuracy of the model through augmented data is shown in Figure 3. What we need to pay 

attention to is that with the expansion of test set scale, the quality of the test data increased by GA gradually decreases. When 

all the augmented test data are included, the ability of the two methods to test the accuracy of the model is basically the same. 

 
Table 1. Accuracy 

 Random Method Genetic Algorithm 

10 000 76.61% 74.08% 

30 000 73.20% 70.45% 

60 000 68.86% 65.36% 

90 000 65.91% 64.38% 

120 000 63.31% 63.17% 

 

 
Figure 3. Accuracy advantage 

 

5. Conclusion and Future Work 

 

In this paper, GA is integrated into the research of judicial test data augmentation, which provides high-quality augmented 

test data for improving the reliability of the penalty prediction model. The data augmentation method based on GA has a more 

significant improvement in small-scale data sets, but the difference in large-scale data sets is not significant. 

 

In future work and research, we will try more test data augmentation methods based on intelligent optimization, so as to 

obtain more diverse data, and carry out more experiments and research on the quality evaluation of augmented data. We hope 

that the augmented data like real data can fundamentally reduce the difficulty of data collection. 
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